Using Simulated Annealing to solve the DNA Fragment Assembly Problem
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Abstract

Different ways have used to solve the problem of simple division of DNA and the results have been obtained by the researchers varied between good results and the other did not reach the desired results. In this research, has been proposed to use the formulation of a new method to change any form by use of heating, which relies on the principle of physics idea was to bring the heat for metals and thus gradually change shape to form the required start as high a temperature and decreasing gradually to get the required form of the metal. Applying the same principle we enable for getting simple solution to the problem of the division of DNA and the results are excellent, where it is given the value of high temperature in the beginning process of the division of several divisions to stop and start a gradual decline in the value of the temperature to get to stopping of the division.
1-Introduction:-

Simulated Annealing is a well-known optimization method for finding the global optimum, developed by Metropolis and Kirkpatrick et al [1]. The basic idea of the method is to sample the space using a Gaussian distribution.

DNA fragment assembly is a technique that attempts to reconstruct the original DNA sequence from a large number of fragments, each one having several hundred base-pairs (bps) long. The DNA fragment assembly is needed because current technology, such as gel electrophoresis, cannot directly and accurately sequence DNA molecules longer than 1000 bases. However, most genomes are much longer. For example, a human DNA is about 3.2 billion nucleotides in length band cannot be read at once [2][3]. The (CSBH) technique was developed to deal with this limitation.

2-The DNA Fragment Assembly Problem

With the advance of computational science, bioinformatics has become more and more attractive to researchers in the field of computational biology. Genomic data analysis using computational approaches is very popular as well. As we know, the primary goal of any genomic project is to determine the complete sequence of the genome and its genetic content. Thus, a genome project is accomplished in two steps, the first is the genome sequencing and the second is the genome annotation (i.e., the process of identifying the boundaries between genes and other features in raw DNA sequence)[4].
In this paper, we focus on the genome sequencing, which is also known as
the DNA fragment assembly problem. The fragment assembly occurs in the
very beginning of the process and that other steps depend on its accuracy.
The input of the DNA fragment assembly problem is a set of fragments that
are randomly cut from a DNA sequence. The DNA (Deoxyribonucleic Acid)
is a double helix of two anti-parallel and complementary nucleotide
sequences (see Figure 1). One strand is read from 5‘ to 3’ and the other
from 3’ to 5’. A DNA sequence is always read in the 5’ to 3’ direction.
There are four kinds of nucleotides in any DNA sequence: Adenine (A),
Thymine (T), Guanine (G), and Cytosine (C) [5].

![Figure 1: Double Stranded DNA](image)

We can think of the DNA target sequence as being the original text and the
DNA fragments are the pieces cut out from the book. To further understand
the problem, we need to know the following basic terminology:
- Fragment: A short sequence of DNA with length up to 1000 bps.
- Shotgun data: A set of fragments.
- Prefix: A substring comprising the first n characters of fragment f.
- Suffix: A substring comprising the last n characters of fragment f.
- Overlap: Common sequence between the suffix of one fragment and the prefix of another fragment.
- Layout: An alignment of collection of fragments based on the overlap order, i.e., the fragment order in which the fragments must to be joined.
- Contig: A layout consisting of contiguous overlapping fragments, i.e., a sequence in which the overlap between adjacent fragments is greater than a predefined threshold.
- Consensus: A sequence or string derived from the layout by taking the majority vote for each column of the layout.

To measure the quality of a consensus, we can look at the distribution of the coverage. Coverage at a base position is defined as the number of fragments at that position. It is a measure of the redundancy of the fragment data. It denotes the number of fragments, on average, in which a given nucleotide in the target DNA is expected to appear. It is computed as the number of bases read from fragments over the length of the target DNA [6].

$$Converage = \frac{\sum_{i=1}^{n} length \ of \ fragment \ i}{target \ sequence \ length}$$  \hspace{1cm} (1)
where n is the number of fragments. TIGR uses the coverage metric to ensure the correctness of the assembly result. The coverage usually ranges from 6 to 10 [7]. The higher the coverage, the fewer the gaps are expected, and the better the result.

3- Change the Shape By Heating (CSBH)

This method work is similar with Simulated Annealing (SA), so we can define the (SA) as a technique to find a good solution to an optimization problem by trying random variations of the current solution. A worse variation is accepted as the new solution with a probability which decreases as the computation proceeds. The slower the cooling schedule, or rate of decrease, the more likely the algorithm is to find an optimal or near-optimal solution [8].

Following is the pseudo code of SA method. What is important to note is the management of the best, current and trial states combined with the generation of random trial states and exponential random acceptance of a poorer state [9].
Generate an initial trail solution: trail(x)
Best(x) = curr(x) = trail(x)
For I = 1 to maxiterations
  Begin
    'generate a new random trail(x) solution from curr(x)'
    if trailCost < bestCost
      best(x) = curr(x) = trail(x)
    else if trailCost < currCost
      curr(x) = trail(x)
    else
      begin
        anneal = exp((currCost-trailCost)/t(i))
        'generate random number r between 0 and 1
        if r < anneal
          curr(x) = trail(x)
        end
      end
  end

4- DNA Fragment Assembly Using SA
The cooling schedule controls the values of the temperature parameter. It specifies the initial value and how the temperature is updated at each stage of the algorithm. Several schemata are been proposed in the literature [10]:
\[ proprationSA: T_k = \alpha \cdot T_{k-1} \]

\[ CSA: T_k = \frac{T_o}{\ln(1+k)} \]

\[ FSA: T_k = \frac{T_o}{1+k} \]

\[ VFS\text{SA}: T_k = \frac{T_o}{e^k} \]

The proportional scheme is the most used one. In this case, the decreasing function is controlled by the \( \alpha \) factor where \( \alpha \in (0; 1) \).

The number of the iterations between two consecutive changes of the temperature is given by the parameter Markov Chain length, whose name alludes the fact that the sequence of accepted solutions is a Markov chain (a sequence of states in which each state only depends on the previous one).

This operator generates a new neighbor from current solution. For our experimental runs, we use the edge swap operator. This operator randomly selects two positions from a permutation and then invert the order of the fragment between these two fragment positions.

5- the results:-

To test and analyze the performance of our algorithm, we generated two problem instances with GenFrag. GenFrag takes a known DNA sequence and uses it as a parent strand from which to randomly generate fragments according to the criteria (mean fragment length and coverage of parent sequence) supplied by the user. The first problem instance, 842596 4, contains 442 fragments with average fragment length of 708 bps and coverage 4. The second problem instance, 842596 7, contains 773 fragments with average fragment length of 703 bps and coverage 7. We evaluated the results in terms of the number of contigs assembled.
Table 1: Parameters when heading and optimum solution of the problem.

<table>
<thead>
<tr>
<th>Move operator</th>
<th>Edge Swap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markov chain length</td>
<td>( \text{Total number valuations} /100 )</td>
</tr>
<tr>
<td>Coolin scheme</td>
<td>Proportional (( \epsilon = 0.99 ))</td>
</tr>
<tr>
<td>38524243_4 (Results on the first Instances.)</td>
<td>b f e t</td>
</tr>
<tr>
<td></td>
<td>225744 223994 504850 7.92</td>
</tr>
<tr>
<td>38524243_7 (Results on the second Instances.)</td>
<td>b f e t</td>
</tr>
<tr>
<td></td>
<td>416838 411818 501731 12.52</td>
</tr>
<tr>
<td>Final Best Contigs. (38524243_4)</td>
<td>4</td>
</tr>
<tr>
<td>Final Best Contigs (38524243_7)</td>
<td>2</td>
</tr>
</tbody>
</table>

From this table we notes that in all problems SA reached to optimal solution and cost of the problem is increased when the problems become complex and the generation is increasing too.
6-the Conclusion

The DNA fragment assembly is a very complex problem in computational biology. Since the problem is NP-hard, the optimal solution is impossible to find for real cases, except for very small problem instances. Hence, computational techniques of affordable complexity such as heuristics are needed for it.

For the future, we plan to study new and more adequate fitness functions for this problem by including explicitly the number of contigs. These new functions are quite time consuming and then we are also planning to extend this study by using parallel versions of these algorithms. Previous experiments showed that the parallelism allows not only to reduce the execution time, but it also improves the accuracy in computing solution.
7-Reference


